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Abstract— In this paper the authors propose a web application 
oriented on business to business (B2B) and internet 
automotive marketing. The study case is related to an 
industrial project concerning tires recognition application and 
real time comparison of prices of  competitors. By means of a 
smartphone camera able to identify and classify car plates, the 
system provides different associations of compatible tires for a 
specific car model and the best prices. The frontend system is 
based on Optical Character Recognition (OCR) method and 
the backend works on automatic extraction of competitor 
prices from different databases and from internet network. 
The dynamic pricing is due to the best price choice related to 
period of car plate recognition. The price choice is supported 
by data mining processing performed by a  k-Means 
workflow. The paper summarizes the results of a research 
industrial project. The used approaches could be used for 
different automotive applications involving market of different 
car parts.   
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I. INTRODUCTION

Different studies focused the attention on dynamic 
pricing in marketing and business [1]-[6]. The strategy to 
adopt changes with the application and with the typology of 
market. E-commerce and in general internet are powerful 
tools useful to adopt a strategy [7], to decrease price 
competition [8] and to provide customer motivation [9]. For 
this purpose internet channels could be data sources useful 
for real time monitoring of prices.  The goal of the study is 
the matching between software tools oriented on online 
dynamic pricing and mobile ones able to acquire 
information about products to analyze.  In fact the mobile 
technologies represents a “smart way” to recognize  objects 
stored in a database. In particular, by considering 
automotive applications, some technique [10]-[12] could 
recognize care plates in order to attain data about car 
models, car proprietary, tires compatibility and so on. An 
approach used to recognize car plates is the Optical 
Character Recognition (OCR) which could be implemented 
by using techniques such as Automatic Number Plates 
Recognition (ANPR) [13] and suitable libraries as OpenCV 
[14]. According to these topics has been developed the 
conceptual model of Fig. 1, which is summarized in the 
following main requirements:  

Fig. 1. Functional diagram of the proposed model. 

i. An user detect the a car plates by means of a mobile
app and by OCR algorithm (automatic OCR
detection or manual data entry);

ii. The plate is recognized and a database provides a list
of possible tires correlated with the car model;

iii. Different data available in internet or in B2B
platforms  about tires prices are compared: this
comparison will provide a full dashboards of
competitor prices;

iv. Data are collected and a data mining algorithm will
provide a Decision Support System (DSS) about the
best cluster and price to adopt (dynamic pricing
updating with actual tires price and comparisons
with competitors prices).

As shown in Fig. 1, the prototype system is structured in 
the following three main parts:  
1) A frontend interface (mobile APP);
2) A backend system for data access and for the check

of tires availability;
3) A data mining engine for dynamic pricing outputs.
Concerning data mining algorithms K-means approach is
useful for data clustering thus providing a simple way to
perform a DSS [15] by implementing data processing
workflows by means of graphical user interfaces (GUIs)
[16].
We will discuss in the next sessions the architecture and
system design, the backend/front -end specifications of
the prototype system, and, finally, a simulation of the
dynamic pricing output.
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II. SYSTEM DESIGN AND BACK/FRONT END FRAMEWORKS

In this section we will provide the whole design of the 
proposed project sketched in the basic architecture of Fig.1. 
In order to propose a full design scheme, different layouts 
of diagrams were illustrated. Unified Modeling Language 
(UML) has been used for the design layouts (UMLet tool). 
The design is divided in the following five layouts: 
1. Use Case Diagram (UCD): in Fig. 2 is shown the  UCD

diagrams identifying the actors of the proposed model
(customer is the actor having the car plate to detect,
besides “visualization” is the user which utilize the
OCR mobile application and the dynamic pricing
analysis);

2. Activity Diagram (AD): in Fig. 3 is illustrated the flow
chart concerning the main steps of the process of the
tires detection, car model compatibility, and check of
warehouse availability (main functions of the proposed
model);

3. Class diagrams (CD): in Fig. 4 is sketched the structure
of the prototype system by showing the system's
classes, their attributes, operations and  methods, and
the relationships among objects (the CD include the
classes of the backend and of the frontend systems);

4. Sequence Diagram (SD) B2B data access: Fig. 5
indicates the time sequence of the DB connection and
query management process.

5. Sequence diagram (SD) input system: Fig. 6  explains
the time sequence related to the mobile application
(photo acquisition, manual data entry of the plates,
OCR usability).

Fig. 2. Use Case Diagram of the project (UCD). 

The full logic of the prototype architecture of Fig. 1 is 
developed in the diagrams of Fig. 2, Fig. 3, Fig. 4, Fig. 5 
and Fig. 6. All diagrams were optimized after the testing 
phase therefore satisfy all the requirements.   

Fig. 3. Activity Diagram (AD). 

Fig. 4. Class Diagram (CD). 
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Fig. 5. Sequence Diagram: B2B data access. 

 
Fig. 6. Sequence Diagram: input system. 

 

The framework used for the development of 
Android/Windows/IoS mobile APP is the platform 
integrating  Ionic2, Angular 2 and Apache Cordova tools. 
The backend has been implemented by following the 
client/web service logic (http request/http response) 
accessing to the database by API. For the backend 
implementation it has been used Magento (based to Zend 
php framework) API and extended with new functionalities 
(for mobile app synchronization and price comparison). For 
the OCR plate recognition  it  has been developed an 
algorithm based on OpenALPR libraries. OpenALPR is an 
open source Automatic License Plate Recognition library 
written in C++ with bindings in C#, Java, Node.js, Go, and 
Python. The library analyses images and video streams to 
identify license plates. The output is the text representation 
of any license plate characters. OpenALPR requires the 
following additional libraries: Tesseract OCR and OpenCV. 
For the visualization of  tires price of competitors has been 
implemented Rapid Miner tools reading an excel file, 
besides for data mining processing has been implemented 
an object workflow of KNIME Studio tools (clustering 
processing by k-Means algorithm). KNIME and Rapid 
Miner are open source data analytics, reporting and 
integrating various components for machine learning and 
data mining through their modular data pipelining concept 
(workflow). Graphical user interfaces  (GUIs) allow 
assembly of nodes for data preprocessing (Extraction, 
Transformation, Loading –ETL-), for modeling and data 
analysis and visualization (reporting). Both the approach 
are high level programming tools and can be considered as 
SAS (Software as A Service) alternative. We observe that 
Rapid Miner offers a best Scattering Multiple reporting 
operator useful to compare together all the tires prices of 
more competitors.  

III. TESTING AND RESULTS 

Different tests have been performed for the mobile APP. 
We describe below five main performed  test: 

 First test (Fig. 7): access to the system  (login), 
photo menu (shot a photo, photo menu); 

 Second test (Fig. 8): shot a car plate photo, 
processing (OCR algorithm), detection accuracy 
(probabilistic percentage of correct plates 
detection: in the figure is indicated an accuracy of 
the 90 % for the test plate); 

 Third test (Fig. 9): manual data entry of the car 
plates, search by car function, search car by model 
function; 

 Fourth test (Fig. 10): show tire details, show list of 
tires prices, advanced research function (by tires 
parameters provided by the database system); 

 Fifth test (Fig. 11): buy/order function, tire model/ 
car model compatibility, selection of season for the 
tires choice.     

The backend test has been focused on modifying of price 
field, on the data entry of competitor price and on the 
bidirectional linking with the frontend system. In Fig. 12 
we illustrate a screenshot related to the adding procedure of 
a single price. The backend system is able to export data 
file in csv/excel format. These files will be processed by the 
data mining workflows. In order to check quickly the data 
mining workflow output, we have constructed the test Excel 
input file of Fig. 13: the file indicates randomic values of 44 
types of tires model, the related prices of 4 main 
competitors, and the quantity sold by each competitor. In 
order to view the global price distribution of all tire models 
we used  the “Scatter Multiple” function of Rapid Miner 
Tool (see Fig. 14): specifically we imported the testing file 
by means of the “Read Excel” object and by executing a 
basic input/output workflow (see inset of Fig. 14 where the 
object is linked by  a “pipeline” to the input and to the 
output port). By running the basic workflow, and by 
selecting the “Scattering Multiple” function after the 
simulation, it is possible to plot all the tires prices (see 
graphical report of Fig. 14). By selecting the sold quantities 
will be possible to plot also the sold quantities distribution. 
The scattering multiple function is a first level analysis able 
to suggest a price according with competitoe trends. For a 
deeply analysis  (second level analysis) we need of an 
advanced data mining algorithm. In this case of study we 
consider the k - means algorithm by setting k =5 (five 
cluster to evaluate).  The algorithm was implemented by a 
KNIME object. This object outputs the cluster centers for a 
predefined number of clusters (no dynamic number of 
clusters, the dynamic price is to think as an updating of 
competitors dataset to analyze). K-Means performs a crisp 
clustering that assigns a data vector to exactly one cluster. 
The algorithm terminates when the cluster assignments do 
not change anymore. The clustering algorithm uses the 
Euclidean distance on the selected attributes. The data is not 
normalized by the “k -Means” object (if required, should be 
considered to use the "Normalizer" as a preprocessing step). 
For four competitors to analyze, five cluster are enough for 
data processing (five price levels matched with five level of 
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quantities of sold tires). By decreasing the number of 
clusters the analysis could be poor for valid supporting 
decisions. 
 

 
Fig. 7. First test of mobile APP. 

 

 
Fig. 8. Second test of mobile APP. 

 

 
Fig. 9. Third test of mobile APP. 

 

 
 Fig. 10. Fourth test of mobile APP.' 

 

In Fig. 15 is illustrated the KNIME workflow used for the 
k-Means analysis. The workflow is made by the following  

three objects: i) “Excel reader (XLS)” able to import the 
input file of Fig. 13; ii) “k-Means” object implementing k –
Means algorithm; iii) “Scatter Plot” object which allows to 
plot clustering distribution.  

 

 
Fig. 11. Fifth test of mobile APP. 

 

 
Fig. 12. Back end Test (add function of a tire price). 

 

 
Fig. 13. Excel testing file. 

 

 
Fig. 14. Scatter Multiple plot of Rapid Miner tool. Inset: “Read Excel” 

object and related workflow. 
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Fig. 15. KNIME Workflow: k-Means algorithm.  

 

 
Fig. 16. KNIME: k-Means algorithm results  

 
We focus now our attention on the key interpretation of 
results of Fig. 16 and Fig. 17, by considering a single tire 
model. For example the tire model P2 belongs to the cluster 
0 (see first element of the plot of  Fig. 17) which takes into 
account  the 4 competitors prices and the sold quantities. 
Observing the data reported in Fig. 16 about the maximum 
quantity (quantity 2 parameter corresponding to 212), the 
best price to adopt for the tire P2 is provided by the 
parameter Price 2 (118.11 Euro). This is the decision 
support system to establish the best price by considering the 
high sold quantities and the competitor prices.        
By considering tyres model P3 we observe that it belongs to 
cluster 1; the best price to adopt by observing high sold 
quantities (Quantity 4 =238.5) is Price 4 (122). This 
analysis procedure can be applied for each model type. We 
observe that the horizontal axis of Fig. 17 represents the 
tires types (Model P2, P3, P4, etc. ), besides the vertical 
axis of Fig. 17 indicates the clusters (cluster 0, cluster 1, 
cluster 2, cluster 3, cluster 4) 
 

 
Fig. 17. KNIME: clustering results.   

In Fig. 18 we illustrates the clustering results in a table 
format , the lower and upper bound limits of cluters, and all 
clustering results. The data are viewed by the selecting the 
object of the node 2 of Fig. 15. 
 

 
 

 
 

 
Fig. 18. KNIME: other clustering results.   

IV. CONCLUSION 

The goal of this paper was to provide results of a an 
industrial project oriented on intelligent dynamic tires price 
definition. The project includes smart mobile technologies 
and data mining processing able to improve a decision 
support system concerning tires price to adopt. In the paper 
were presented all the design steps, some tests validating 
the software implementation and clustering  results. The 
best tires price were selected dynamically by observing 
during the time together sold quantities and competitors 
price. The data mining engine could be applied also for the 
sales and price predictions by implementing a linear 
regression algorithm [17] or Artificial Neural Networks –
ANN- workflow based on time series forecasting approach 
[18].  
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